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Visual search
Visual search is a type of perceptual task requiring attention that typically involves an active scan of the visual
environment for a particular object or feature (the target) among other objects or features (the distractors). Visual
search can take place either with or without eye movements. Common examples include trying to locate a certain
brand of cereal at the grocery store or a friend in a crowd (e.g. Where's Waldo?). The scientific study of visual search
typically makes use of simple, well-defined search items such as oriented bars or colored letters. The cognitive
architecture of the visual system is then assessed by establishing which factors affect the amount of time taken by the
observer to indicate whether a search target is present or absent. One of the most common factors affecting such
measures of reaction time (RT) relates to the number of distractors present in the visual search task. An increase in
the number of distractors often leads to an increase in search RT and is thus also related to an increase in difficulty of
the task (See Fig 1). The measure of the involvement of attention in the search task is often manifested as a slope of
the response time function over the display size, or number of distractors (RT slope).[1]

Figure 1: The more distractors there are, the
longer it takes to find the letter B in the array
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Types

Figure 2: Feature search: The red X is a color
feature, the O is a shape feature. Both can be

found efficiently.

Figure 3: Conjunction Search: Find the orange
square

Feature search

Feature Search is the process of searching a target which differs from
the distractors by a unique visual feature, such as color, size,
orientation or shape. For example, an O is quickly found among Xs,
and a red target is quickly found if all the distracters are blue (See Fig
2). Results tend to be rapid because the unique feature Äpops outÅ.
Therefore, reaction time (RT) slopes tend to be shallow or flat,
indicating that the number of distractors has minimal effect on RT
when the target possesses an easily discriminable feature, such as
color, size, or orientation that is different from the distractors.[1]

Physiological evidence suggests that specialized visual receptors
respond to different visual features such as orientation, color, spatial
frequency, or movement. These features are analyzed in the early
stages of vision and are involved in mapping a representation of these
features in different areas of the brain.[2]

Conjunction search

Conjunction Search is the process of searching for a target that is not
defined by any single unique visual feature, but by a combination of
two or more features. For example, the observer searches for an orange
square among blue squares and orange triangles (See Fig 3). Results
tend to be slower than in a feature search because one must integrate
information of two visual features in order to locate the target.
Therefore, RT slopes tend to be steep because of the large effect the
number of distractors has on RT.[1] According to the Feature Integration Theory (FIT) (discussed below), the steep
slope caused by increased RT is due to the task of integrating different features which must be performed for each
item in the display until the target is found. This is referred to as a serial search.[1] For example, in the previously
mentioned visual search task of locating the orange square among blue squares and orange triangles, one must
integrate the colour (orange or blue) and shape (square or triangle) feature for every separate item in the display until
the target is found.

The right parietal visual cortex has been identified as being involved in conjunction searches. Ashbridge, Walsh, and
Cowers in 1997, found that applying Transcranial Magnetic Stimulation (TMS) to the right parietal cortex
significantly impairs reaction time for conjunction searches 100 ms after the visual stimulation but not for feature
searches. Furthermore, in 1995, Corbetta, Schulman, Miezin, and Petersen found that a part of the superior parietal
cortex was activated during spatial attention shifts and visual feature conjunction searches but not feature searches
by using Positron emission tomography (PET).

http://en.wikipedia.org/w/index.php?title=File%3AVisualSearchFeatureSingleton.png
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Theories

Visual orienting
In PosnerÇs spatial cueing task used in research of spatial attention there is a slowing in reaction time with going back
to the previously attended location. This is termed inhibition of return, and functions by acting as a bias against the
reorientation of visual attention to a previously cued attention.[3] Further research suggests that inhibition of return is
related to both the spatial location to which attention is going back to and to the object that occupies that location.[4]

Therefore, if the object moves, then the inhibition can also move with the object rather than remaining entirely at the
initial location. In a study by Ro et al., (2003), a single pulse transcranial magnetic stimulation was used, and showed
that the human frontal eye fields play a crucial role in the generation of inhibition of return.

One way to select information is obviously to orient to it, also known as visual orienting. One obvious way for visual
orienting to take place is the overt movement of moving our head and eyes toward the visual stimuli. However, there
are also brain mechanisms for visual orienting that do not require any overt changes in head or eyes. In the 1970s, it
was found that cells in the parietal lobe increased their firing rate in response to stimuli in their receptive field when
monkeys attended to peripheral stimuli even when no eye movements were allowed.[5] It was also shown that
humans could covertly shift attention to peripheral stimuli, and when they did so they responded more rapidly both at
lower threshold and at enhanced electrical activity to the attended location.[5] Lesions of the parietal lobe specifically
damaged this covert orienting ability on the side of space opposite to the lesion.[5] Therefore; these findings suggest
that the parietal lobe is involved in covert orienting to visual stimuli.

Attention to visual stimuli can be thought of in terms of a "spotlight" that highlights a particular location in space
with your attention. The ÄspotlightÅ can be attracted by a sudden change in the periphery. In other words, your
attention is externally guided by a stimulus and this is known as exogenous orienting. However, there is also such
thing as endogenous orienting which is when attention is guided by the goals of the perceiver. Thus, the focus of
attention of the perceiver can be manipulated by the demands of a task. Visual search is a paradigm that uses
endogenous orienting because participants have the goal to detect the presence or absence of a specific target object
in an array of other distracting objects.

Feature integration theory (FIT)
One popular explanation for the different RT of feature and conjunction searches is the Feature Integration Theory
(FIT), which was introduced by Treisman and Gelade in 1980. This theory suggests that visual features such as color
and shape are registered early, automatically, and are coded in parallel across the visual field without the use of
attention.[6] For example, a red X can be quickly found among any number of black XÇs and OÇs because the red X
has a discriminative feature of colour and will Äpop outÅ. In contrast, this theory also suggests that in order to
integrate two or more visual features belonging to the same object, a later process involving integration of
information from different brain areas is needed and is coded serially with focal attention. For example, when
locating an orange square among blue squares and orange triangles, neither the colour feature "orange" nor the shape
feature "square" is sufficient to locate the search target. Instead, one must integrate information of both colour and
shape to locate the target.

Evidence that attention and thus later visual processing is needed to integrate two or more features of the same object
is shown by the occurrence of illusory conjunctions, or when features do not combine correctly. For example, if a
display of a green X and a red O are flashed on a screen so briefly that the later visual process of a serial search with
focal attention cannot occur, the observer may report seeing a red X and a green O. Neural evidence links the parietal
lobe to the correct integration of visual features. Friedman-Hill, Robertson, and Treisman in 1995 conducted a case
study with a patient R.M. who had symmetrical bilateral parieto-occipital lesions and no temporal or frontal lobe
damage. R.M. could recognize but not correctly integrate visual features.

http://en.wikipedia.org/w/index.php?title=Inhibition_of_return
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Guided search
Pre-attentive processes exist to direct attention to the interesting locations in the visual field. There are two ways in
which preattentive processes can be used to direct attention: bottom-up processing (stimulus-driven) and top-down
processing (user-driven). In the Guided Search Model by Jeremy Wolfe, information from top-down and bottom-up
processing of the stimulus is used to create a ranking of items in order of their attentional priority. In a visual search,
attention will be directed to the item with the highest priority. If that item is rejected, then attention will move on to
the next item and the next, and so forth.[7] The guided search theory follows that of parallel search processing.

An activation map is a representation of visual space in which the level of activation at a location reflects the
likelihood that the location contains a target. This likelihood is based on preattentive , featural information of the
perceiver. According to the Guided Search Theory, the initial processing of basic features produces an activation
map, with every item in the visual display having its own level of activation. Attention is demanded based on peaks
of activation in the activation map in a search for the target. Thus, search is efficient if the target generates the
highest, or one of the highest activation peaks. For example, suppose someone is searching for red, horizontal
targets. Feature processing would activate all red objects and all horizontal objects. Attention is then directed to
items depending on their level of activation, starting with those most activated. This explains why search times are
longer when distractors share one or more features with the target stimuli.

Relationship with the parietal cortex
Visual search can proceed efficiently or inefficiently. During efficient search, performance is unaffected by the
number of distractor items. The reaction time functions are flat, and the search s is assumed to be a parallel search. In
contrast, during inefficient search, the reaction time to identify the target increases linearly with the number of
distractor items present. The posterior parietal cortex is involved during inefficient visual search. Patients with
parietal lesions are impaired during inefficient but not efficient search directed to the opposite side of space to the
lesion.[8][9][10][11] Brain-imaging studies have also shown the activation of the posterior parietal cortex during visual
spatial orienting.[12][13][14][15]

All visual search tasks, as determined by Nobre et al., (2003), activated an extensive network of cortical regions in
the parietal, frontal, and occipital cortex and the cerebellum. Multiple regions within the posterior parietal cortex
were activated bilaterally, including the superior and inferior parietal lobules, and the intraparietal sulcus. Activation
of multiple regions within the posterior parietal cortex further suggests multiple functional contributions by different
parietal areas.[16][17]

Studies using only covert visual search conditions[16][17][18] found enhanced activation in multiple posterior parietal
areas and in frontal areas during inefficient relative to efficient visual search. Therefore, the participation of posterior
parietal and frontal brain areas in visual search are not constrained to their involvement in eye movements. Whereas,
studies using overt visual search conditions [19][20] have shown that areas in the superior parietal cortex and
intraparietal sulcus are more active during inefficient visual search.

Findings by Nobre et al., (2003) confirmed that the posterior parietal cortex is indeed involved with visual search
and that activation of the parietal lobe is mainly sensitive to the degree of efficiency in visual search but less
sensitive to the binding of features. Search efficiency has a more substantial effect on participating brain regions in
visual search than feature binding.[21] Search efficiency exerts enhanced activity bilaterally in the superior parietal
lobule, intraparietal sulcus, and in the right angular gyrus, in inefficient relative to efficient search conditions.[21]

Enhanced activity is also found in the frontal, occipital, and cerebellar regions.[21] Frontal activations include the
right dorsolater prefrontal cortex and bilateral ventrolateral premotor/prefrontal cortex.[21] Feature binding exerts
only sparse effects on brain activations.[21] Search for conjunction targets compared to search for feature targets
activates small clusters in the superior parietal lobule, which overlap with the activation from search efficiency.[21]

No brain region is selectively activated only by conditions requiring the binding of features.[21]

http://en.wikipedia.org/w/index.php?title=Posterior_parietal_cortex
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The engagement of attention on a target is controlled by the pulvinar nucleus in the thalamus which blocks input
from unattended stimuli. The superior colliculus is involved in the movement of attention from one location to
another and the disengagement of attention is governed by the parietal lobe so that another stimulus can be
processed.[1]

Effects of aging
There is a vast amount of research indicating that performance in conjunctive visual search tasks significantly
improves during childhood [22] and declines in later life.[23] More specifically, young adults have been shown to have
faster RT on conjunctive visual search tasks than both children and older adults, but their RTs were similar for
feature visual search tasks.[24] This suggests that there is something about the process of integrating visual features
or serial searching that is difficult for children and older adults, but not for young adults. Studies have suggested
numerous mechanisms involved in this difficulty in children including peripheral visual acuity,[25] eye movement
ability,[26] ability of attentional focal movement,[27] and the ability to divide visual attention among multiple
objects.[28]

Studies have suggested similar mechanisms for the difficulty of older adults such as age related optical changes that
influence peripheral acuity,[29] the ability to move attention over the visual field,[30] the ability to disengage
attention,[31] and the ability to ignore distractors.[32]

A study by Lorenzo-LÄpez, Amenedo, Pascual-Marqui, and Cadaveira in 2008 provides neurological evidence for
the fact that older adults have slower RT during conjunctive searches compared to young adults. Event Related
Potentials (ERP) showed longer latencies and lower amplitudes in older subjects than young adults at the P3
component, which is related to activity of the parietal lobes. This suggests the involvement of the parietal lobe
function with an age-related decline in the speed of visual search tasks. Results also showed that older adults, when
compared to young adults, had significantly less activity in the anterior cingulate cortex and many limbic and
occipitotemporal regions that are involved in performing visual search tasks.

Face recognition
A growing body of research attests to the fact that the processes underlying object and face recognition are
different,[33] and that faces have a special significance.[34] However, a large portion of this research focuses on the
cognitive processes involved, with the aim of improving computerized face detection and recognition systems. A
large amount of evidence from the human retina is made use of in human vision, making it very detailed, and usually
accurate. Evidence from edges, corners, lines, bars, blobs, intensity, shape, texture, colour, and motion have been
well utilized in vision research; however, contextual knowledge that is exploited in human vision has been to some
extent neglected in vision research.

Approaches
Å Top-down based approach É postulates that there is a different face model at different levels, on a coarse-to-fine

scale. An image is searched at the coarsest scale first, for efficiency, and once a match is found, searches at the
second coarsest scale, and the next, until the most detailed scale is reached. It is difficult to extend this approach
to multiple views since it is generally assumed that there is only one face model (in the fronto-parallel view) for
each level of the scale.

Å Bottom-up feature-based approach É facial features are searched for individually and then geometrically grouped
into 'face candidates'. This approach lends itself to searching multiple views, but would be unable to
accommodate different imaging conditions due to variation in image structure of facial features.

Å Texture-based approach: Spacial distribution of the gray-level information in Haralick's subimage matrices are
analysed to detect faces. This method is not easily applied to different viewpoints.

http://en.wikipedia.org/w/index.php?title=Pulvinar_nucleus
http://en.wikipedia.org/w/index.php?title=Superior_colliculus
http://en.wikipedia.org/w/index.php?title=P300_%28neuroscience%29
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http://en.wikipedia.org/w/index.php?title=Object_recognition
http://en.wikipedia.org/w/index.php?title=Face_detection
http://en.wikipedia.org/w/index.php?title=Facial_recognition_system
http://en.wikipedia.org/w/index.php?title=Retina
http://en.wikipedia.org/w/index.php?title=Visual_perception
http://en.wikipedia.org/w/index.php?title=Top-down_and_bottom-up_design
http://en.wikipedia.org/w/index.php?title=Top-down_and_bottom-up_design
http://en.wikipedia.org/w/index.php?title=Haralick
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Å Neural network approach É faces are detected through subsampling of different regions of an image to a
standard-sized subimage, and passing this information through a neural network filter. Fronto-parallel faces
appear to be accommodated in the algorithm, but not when extended to different views of faces; profile view
detection is still entirely outside the scope of the algorithm.

Å Colour-based approach É individual pixels are labelled according to skin colour similarity, and subregions
containing a large blob of skin coloured pixels are subsequently labelled. This approach generalizes to face
viewpoint but can be defeated by face shape or skin colour.

Å Motion-based approach É the moving foreground is extracted from the static background through image
subtraction; silhouette or colour of the differenced image are then used to locate faces. Multiple moving objects
will seriously disrupt this approach.

Involvement of neural substrates
The first indication of a specialized system for face detection was the existence of Prosopagnosia, or the inability to
recognize familiar faces while for the most part retaining the ability to recognize other objects. Prosopagnosia is
caused by lesions in the ventral occipitotemporal cortex,[35] usually bilaterally, although a few cases involve only the
right hemisphere.[36] Further evidence of specialized structures for face detection come from single-unit recording
studies on macaque monkeys, which have identified neurons that are coded for faces (and some, for specific human
faces) in the superior temporal sulcus and inferior temporal cortex.[36]

In neuropsychological literature

Face categorization studies

Visual search paradigms have been employed in face recognition tasks that involve judging the presence of an
intact face in a limited situation (an array of jumbled faces). Valentine and Bruce [37] found that typical and
upright faces were detected faster than distinctive and inverted faces, respectively. Northdurft [38] used
schematic faces to determine that reaction time for detection of an intact face increases as a function of the
number of distractors in the array. This seemed to indicate that face detection occurs through serial, rather than
parallel, searching, and that the 'pop out' effect does not occur with faces.[39]

More recent studies, however, which involved face detection in a more natural scene, provide evidence that
pop-out does occur with faces,[40] suggesting that, in naturalistic settings, faces are detected through a parallel
pre-attentive search strategy.[33]

Face-detection effect studies

The face-detection effect suggests that faces have a special significance even in early processing stages. The
face-detection effect, discovered by Purcell and Stewart,[41] is the finding that upright faces are detected more
easily than alternate, visually matched images (e.g. an inverted or jumbled face).

Further evidence for the special significance of the face was found in studies by Vuilleumier,[42] who worked
with left spatial neglect patients, and Ro et al.,[43] whose experiment was based on a flicker-paradigm design.
These studies concluded that faces automatically command attention when competing with other stimuli.

More recent experiments by Lewis and Edmonds have determined that faces are detected more quickly in
natural than in scrambled scenes, that obscuring eyes negatively effects reaction times in face detection, that
upright, high-contrast, and clear faces are detected faster than inverted, low-contrast, and blurred faces
respectively, and that inversion, hue reversal, and luminance reversal slow the process of face detection in an
additive manner.[33]

http://en.wikipedia.org/w/index.php?title=Neural_network
http://en.wikipedia.org/w/index.php?title=Prosopagnosia
http://en.wikipedia.org/w/index.php?title=Cerebral_cortex
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http://en.wikipedia.org/w/index.php?title=Macaque
http://en.wikipedia.org/w/index.php?title=Visual_search%23Feature_search
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Effect of Alzheimer's
Dementia of the Alzheimer type (DAT) in patients results in a significant benefit with spatial cueing, but this benefit
is only obtained for cues with high spatial precision.[44] In fact, the reduction in the dynamic range of spatial
attention is so clear that only the smallest cue used in a study by Parasuraman et al., (2000) facilitated visual search
speed in DAT patients.

Abnormal visual attention may underlie certain visuospatial difficulties in patients with AlzheimerÇs disease (AD).
Patients of AD have hypometabolism and neuropathology in parietal cortex, and given the role of parietal function
for visual attention, patients with AD may have hemispatial neglect.[45] Hemispatial neglect is a deficit in attention
and awareness of one side of space after damage to one hemisphere of the brain. In AD, hemispatial neglect on
visual search tasks may relate to difficulty in disengaging attention in visual search.[45]

An experiment conducted by Tales et al., (2000) concerned the ability of patients with AD to perform various types
of efficient visual search tasks. They found that people with AD were significantly impaired overall in visual search
tasks. Their results showed that search rates on the Äpop-outÅ tasks were similar for both AD and control groups,
however, people with AD searched significantly slower compared to the control group on the conjunction task. One
interpretation of these results is that the visual system of AD patients has a problem with feature binding, such that it
is unable to communicate efficiently the different feature descriptions for the stimulus.[46] Features are typically
analyzed in functionally and anatomically separate cortical areas in the brain, and an impairment of ÄbindingÅ would
result in an impaired ability to compare across these features.[46] The binding of features is thought to be mediated
by areas such as the temporal and parietal cortex, and these areas are known to be affected by AD-related pathology.
In conjunction search, healthy people are thought to employ grouping strategies among the distractors in order to
reduce the need for attention shifting, thereby improving search efficiency. ÄGroupingÅ is different from ÄbindingÅ.
Grouping is an ability to jointly represent similar items distributed across space, whereas binding is an ability to
jointly represent the different characteristics of a single item in visual space. It might be possible for AD patients to
have a reduction in the efficiency of basic visual processing, such as grouping necessary to form a grouping strategy
during visual search tasks.[46] This would therefore result in a greater need for attention shifting in order to detect the
target among the distractors.[46] A third possibility for the impairment of people with AD on conjunction searches, is
that there may be some damage to general attentional mechanisms in AD, and therefore any attention-related task
will be affected, including visual search.[46]

Tales et al., (2000) detected a double dissociation with their experimental results on AD and visual search. Earlier
work was carried out on patients with Parkinson's disease (PD) concerning the impairment patients with PD have on
visual search tasks.[47][48] In those studies, evidence was found of impairment in PD patients on the Äpop-outÅ task,
but no evidence was found on the impairment of the conjunction task. As discussed, AD patients show the exact
opposite of these results: normal performance was seen on the Äpop-outÅ task, but impairment was found on the
conjunction task. This double dissociation provides evidence that PD and AD affect the visual pathway in different
ways, and that the pop-out task and the conjunction task are differentially processed within that pathway.

Effects of Autism
In line with previous research, OÇRiordan, Plaisted, Driver, and Baron-Cohen showed that autistic individuals 
performed better and thus with lower RT than matched controls without autism in feature and conjunctive visual 
search tasks. Several explanations for this phenomenon have been suggested. Firstly, it is suggested that visual 
search tasks most likely involve exogenous orienting of attention, meaning that attention is guided by an external 
stimulus. A study by Swettenham, Milne, Plaisted, Campbell, and Coleman reported that autistic individuals had 
impaired endogenous attention shifts but intact exogenous shifts. Therefore, since visual search tasks emphasize 
exogenous attention shifting, this explains how autistic individuals can have superior performance on these tasks. A 
second reason for Autistic individualsÇ superior performance on visual search tasks is that they have superior 
performance in discrimination tasks between similar stimuli and therefore may have an enhanced ability to
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differentiate between items in the visual search display.[49] A third suggestion is that Autistic individuals may have
stronger top-down target excitation processing and stronger distractor inhibition processing than controls. OÇRiordan,
Plaisted, Driver, and Baron-Cohen.

Keehn, Brenner, Palmer, Lincoln, and MÇller used an event-related functional magnetic resonance imaging design to
study the neurofunctional correlates of visual search in autistic children and matched controls of typically developing
children. Autistic children showed superior search efficiency and increased neural activation patterns in the frontal,
parietal, and occipital lobes when compared to the typically developing children. Thus, Autistic individualsÇ superior
performance on visual search tasks may be due to enhanced discrimination of items on the display, which is
associated with occipital activity, and increased top-down shifts of visual attention, which is associated with the
frontal and parietal areas.
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